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Abstract

Federated Learning (FL) is a decentralized machine learning architecture, which leverages a large number of
remote devices to learn a joint model with distributed training data. However, the system-heterogeneity is one major
challenge in a FL network to achieve robust distributed learning performance, which comes from two aspects:
i) device-heterogeneity due to the diverse computational capacity among devices; ii) data-heterogeneity due to
the non-identically distributed data across the network. Prior studies addressing the heterogeneous FL issue, e.g.,
FedProx, lack formalization and it remains an open problem. This work first formalizes the system-heterogeneous
FL problem and proposes a new algorithm, called FedLGA, to address this problem by bridging the divergence of
local model updates via gradient approximation. To achieve this, FedLGA provides an alternated Hessian estimation
method, which only requires extra linear complexity on the aggregator. Theoretically, we show that with a device-
heterogeneous ratio p, FedLGA achieves convergence rates on non-i.i.d. distributed FL training data for the non-
convex optimization problems with O (\(/1EJ‘FTPEF + % and O (% + %) for full and partial device participation
respectively, where E' is the number of local learning epoch, 7" is the number of total communication round, N
is the total device number and K is the number of selected device in one communication round under partially
participation scheme. The results of comprehensive experiments on multiple datasets show that FedLGA outperforms
current FL. methods against the system-heterogeneity.

Index Terms

Federated Learning, Mobile Edge Computing, Non-convex Optimization, Local Gradient Approximation.

I. INTRODUCTION

EDERATED Learning (FL) [[1]l, [2] has emerged as an attractive distributed machine learning paradigm

that leverages remote devices to collaboratively learn a joint model with decentralized training data via the
coordination of a centralized aggregator. Typically, the joint model is trained on all remote devices in the FL
network to solve an optimization problem without exchanging their private training data, which distinguishes the
FL paradigm from traditional centralized optimization, and thus the data privacy can be greatly protected [2[]—
[4]. Specifically, due to the flexibility for remote device participation (e.g., mobile edge computing), devices can
randomly join or leave the federated network during the training process. This makes the full participation scheme
be infeasible as the network needs extra communication cost to wait for the slowest device, which dominates the
bottleneck of FL [S]-[7]. As such, in recent FL algorithms, only a fixed subset of remote devices are chosen by
the aggregator in each communication round, also known as the partial participation scheme [2]], S]], [9].

In the current FL study, there is a fundamental gap that has not been seen in traditional centralized ML paradigms,
known as the system-heterogeneity issue. Specifically, we consider that the system-heterogeneous FL issue consists
of two types of heterogeneity: data and device. The data-heterogeneity is also known as the non-i.i.d. training
dataset. As the training samples on the remote devices are collected by the devices themselves based on their unique
environment, the data distribution can vary heavily between difference remote devices. Although the optimization
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of non-i.i.d. FL has recently drawn significant attention, prior works have shown that compared to the i.i.d. setting,
the performance of the joint model degrades significantly and remains an open problem [S], [[10]], [[11].

The device-heterogeneity stems from the heterogeneous FL network, where remote devices are in large numbers
and have a variety of computational capacities [9]], [12]. Specifically, for the partially participated FL scheme where
each remote learning process is usually limited to a responding time, the diverged computational capacity can lead
to heterogeneous local training updates, e.g., the remote device with limited computational capacity is only able to
return a non-finished update. To tackle this problem, several FL frameworks have been studied in literature [5]], [8]],
[13]-[15]. For example, FedProx [9] develops a broader framework over FedAvg [2], which provides a proximal
term to the local objective of heterogeneous remote devices. However, most current works are developed on the
side of remote devices, which requires extra computational cost that could worsen the divergence, and there is no
widely-accepted formulation provided.

In this paper, we investigate the system-heterogeneous issue in FL. A more realistic FL scenario under the
device-heterogeneity is formulated, which synchronously learns the joint model on the aggregator with diverged
local updates. Unlike most current FL approaches, our formulated scenario does not require remote devices to
complete all local training epochs before the aggregation, but it leverages whatever their current training updates are
at the present time. Particularly, different from the previous works that usually establish a communication response
threshold in the partial participation scheme, the formulated system-heterogeneous FL provides a guarantee that
each remote device shares the same probability of being chosen into the training process.

Then, the biggest challenge to achieve the distributed optimization objective under the system-heterogeneous FL
comes from the diverse local updates. To address this, we propose a new algorithm, called Federated Local Gradient
Approximation (FedLGA) which approximates the optimal gradients with a complete local training process from
the received heterogeneous remote local learning updates. Specifically, considering the computation complexity,
the proposed FedLGA algorithm provides an alternated Hessian estimation method to achieve the approximation,
whose extra complexity comparing to existing FL approaches is only linear. Additionally, the FedLGA is deployed
on the aggregator of FL, that no extra computational cost is required for remote devices. For the non-convex
optimization problem under the system-heterogeneous FL settings, we evaluate our proposed FedLGA algorithm
via both theoretical analysis and comprehensive experiments. In summary, we highlight the contribution of this
paper as follows

o We formulate the system-heterogeneous FL problem and propose the FedLGA as a promising solution, which

tackles the heterogeneity of remote local updates due to the diverse remote computational capacity.

« For the non-convex optimization problems, the FedLGA algorithm under the system-heterogeneous FL achieves

a convergence rate O (\S?TP)Y“ + %) and O ((13’%\(/5 + %) for full and partial participation schemes respec-
tively.
e We conduct comprehensive experiments on multiple real-world datasets and the results show that FedLGA

outperforms existing FL. approaches.

The rest of this paper is organized as follows: Sec. [[I| describes the background of FL and the formulation of the
system-heterogeneous FL problem. Sec. [l1I| details the development of our proposed FedLGA algorithm, followed
by the theoretical analysis and the convergence rate discussion in Sec. Sec. |V| provides our comprehensive
experimental results and analysis for the proposed FedLGA. The summaries of related works for this paper are
introduced in Sec. followed by a conclusion in Sec.

II. BACKGROUND AND PROBLEM FORMULATION
A. Federated Learning Objective

FL methods [2]], [16] are designed to solve optimization problems with a centralized aggregator and a large group
of remote devices, which collect and process training samples without sharing raw data. For better presentation,
we provide a summary of the most important notations throughout the proposed FedLGA algorithm in Table.
Considering a FL system which consists of NV remote devices indexed as N' = {1,--- , N}, the objective f(-) that
a learning model aims to minimize could be formalized as

1 N
mlnf =N Z (1)
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N1 total number, index of the remote device
7 joint objective of FL
Fi(+) local objective for remote device %
X private training dataset on remote device ¢
t index of global communication round
e index of local epoch step
w’ joint model after the aggregation of ¢-th global round
wf,e joint model after the aggregation of ¢-th global round

5’ B local update for device i at ¢-th round as w! — wfﬂ B

Afy g approximated local update from the proposed FedLGA

TABLE I: Notations summary

where w is the learned joint model parameters, note that in this paper, we simplify the dimension of both the inputs
data and the deep neural network model w into vectors for better presentation. And F;(-) denotes the local objective
for the i-th device, which typically represents the empirical risk [;(-;-) over its private training data distribution
X; ~ Dy, e.g., Fi(w) = Ex,.p,[l;(w; X;)]. In this paper, we consider the local objective F; to be non-convex, which
is solved by the corresponding local solver e.g., Stochastic Gradient Descent (SGD). During each communication
round, remote devices download the current joint model from the aggregator as their local models and perform
local solvers towards minimizing the non-convex objective for E epochs as

E—1
w! g =wl—n Y VE(w),,Bi.), )
e=0
where 7, is the local learning rate, VF;(-,-) denotes the gradient descent of objective Fj, w} ,, represents the
updated local model and B; . is the e-th training batch in SGD, which is typically randomly saﬁqpled from X; at
each epoch. The updated local models are sent back to the aggregator for a new joint model with an aggregation
rule. In this paper, we consider one round of communication in the network between the aggregator and remote
devices as one global iteration, which is performed 7' times for the joint model training.

B. Problem Formulation

Due to the consideration of device-heterogeneity in the FL network, recent studies mainly focus on the partial
participation scheme, which can avoid waiting for the slowest devices in fully participated scenario [8]], [14]], [15].
Typically, partially participated FL algorithms establish a threshold K << N at each iteration, i.e., it only selects
the first K responded remote devices, all of which complete E local training epochs prior to sending their updated
local models to the aggregator.
However, such a partial participation scheme suffers from the known performance-speed dilemma in a system-
heterogeneous FL network: a small K can speed up the distributed training but it would also significantly degrade
the learning performance as it discards many important training data only stored in those slow devices (i.e., data-
heterogeneity [17]), while a large K can utilize more training data but its distributed training process would
be greatly slowed down (i.e., data-heterogeneity [[17]]). Though there have been existing studies in literature, the
optimization of system-heterogeneous FL lacks formalization. For example, [9]] targets this problem by adding a
proximal term, which empirically improves the learning performance, and [18] proves that existing FL algorithms
will converge to a stationary status with mismatched objective functions under heterogeneous local epochs.
Instead of only waiting for all devices to complete E local epochs, a better solution to address this dilemma
is to gather all current local learning models and aggregate them in a manner such that all local training data are
utilized to learn the joint model. Specifically, we formalize the training process of FL under system-heterogeneity
with the following three steps at the ¢-th global iteration.
o Step. I. K remote devices are selected by the aggregator as a subset K, where || = K, which receive the
current joint model w' as their local model w! = w!. The aggregator also delivers an expected epoch number
E.

o Step. II Due to the diverse computational capacity, the i-th device performs local training for F; steps, where
1 < E; < E. Then, the learning results are sent back to the aggregator synchronously.
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D O Initial model w®
e O Optimal model w*
e O Local result in device 1
- i . Local result in device 2
- (3 Joint model w*

| Difference in Eq.(3)
1 Device update

@ |

Fig. 1: The heterogeneous local gradients due to system-heterogeneity of FL in FedAvg, illustrated for 2 remote
devices with three iterations.

Aggregator update

o Step. III The aggregator updates the joint model w!*! with the received local learning results under a well-

designed aggregation rule.

Note that the system-heterogeneous FL formulation has one main difference from the settings in prior works
such as FedAvg [8]: the K remote devices are randomly selected in each iteration, instead of only considering
the K fastest devices, which guarantees that each device shares the same probability % of being selected at each
iteration. Particularly, we use a virtual subset KC; € K to represent the remote device ¢ that only performs E; < E
local training epochs, where |K;| = K7, and introduce a hyper-parameter p = K;/K as the device-heterogeneous
ratio. To better present the diverse local updates due to the system-heterogeneity, we denote the local update of the
i-th deVice at iteration ¢ after E; epochs as Al B = =w!— wf E,» Where w! is the initial model before local training
(.e., w! = wZ o) and the expected update Wlth full E epochs is Al ;.p- Hence, under the system-heterogeneity of
FL, we aim to minimize the following objective between A ;.p and AZ g, at each communication round ¢

min Z ||AfE

1€,

3)

In other words, we want to approximate the expected model update Al from the received Al p,- This ap-
proximation can be performed in the aggregator, which does not introduce any extra computatiofls in remote
devices. To achieve this, inspired by prior studies on gradient approximation for improving centralized SGD
optimization problems [19]-[21]], we propose the Federated local gradient approximation (FedLGA) algorithm,
which is introduced in detail in the next section.

III. PROPOSED ALGORITHM: FEDLGA
A. Design Motivation

For better presentation, we first introduce an example to illustrate the problem of the diverged local gradients
in system-heterogeneous FL as shown in Fig. [I| The introduced FL network consists of 2 remote devices, where
device 1 can perform the expected E local epochs as a complete local training process in each iteration and device
2 is only able to perform F; steps. To denote the optimal objective of the target FL. network, we let w* € R" be
the global optimum joint model for f(w!) which can be only ideally obtained when these two devices perform
E epochs. We can notice that, due to the uncompleted local learning of device 2, the direction of joint model w?’
incrementally deviates from w*.

For the i-th device in the ¢-th iteration, when the aggregator receives local update Az g,» our proposed FedLGA
algorithm applies the following Taylor expansion [22f], [23] to approximate the ideal update A; B

t t ¢ ¢
Az g =4 g+ Vg(w; g )(w; g —w; g)

t t N2
+O((w; g — w; g,)°) In,
where I,, is a n-dimension vector with all elements equal to 1, (w! E—wé p,)? denotes (w) | —w! p ) - (wf 5, —
w} g )" with 370 a, = 2 as illustrated in [24], and Vg(-) = V?F(+) is the matrix whose element g;; =

“4)

A

2 —Al
awta% for j,k € n, as we use g to represent WL which is the averaged gradient VF;(-) between epoch
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Algorithm 1 FedLGA: local learning on device ¢

Input: Joint model w?, epoch F, learning rate 7;
Return: Remote update (A}, 7;)

Initialize training model w! = w?

w) = wl = Y VE(wl,, B

Ag,Ei = ’wa — w}

Calculate ;, = F — F; + 1

Communicate (A;5 B, Ti) to the server

AN O S i s

E; and E. This also tells that the joint model drifting issue in Fig. [T]is caused by ignoring the higher-order terms
Vg(w! g )(w! p—w! 5 )+ O((w! ; —w! )?)I,. Hence, we can tackle the difference in Eq. (3) by approximating
the higher—ordér terms in Eq. @) for each device i € K1. To achieve this, a straightforward way is to use the full
Taylor expansion for gradient compensation.

B. Hessian Approximation

However, computing the full Taylor expansion can be practically unrealistic because of two fundamental chal-
lenges: i) for the devices i € K1, the w;  1s still not known to the aggregator; ii) the approximation of higher-
order terms in Taylor expansion requires a sum of an infinite number of items, where even solving the first-
order approximation Vg (wf E)(wf B w; ,) is also highly non-trivial. To address the first challenge, we make
a first-order approximation of wﬁ’ 1 from those devices with full local epochs, which is denoted by 'ci)f - In-
spired by prior works on asynchronous FL. weight approximation [25]], we obtain the first-order approximation of

w; p = w? + K% Ziel@ Af > Where Ko = K — Ky is the set of devices with full local epochs. As such, we show
the first-order item approximation as

At~ Al t ot t
A g = A g + Vg(w; g )(W; g —w; ), (5
where Af p denotes the approximated heterogeneous local updates that ¢ € Ky, for distinguishing the approximation
from the ideal updates Al ;i € Ky. Note that the second challenge comes from the derivative term Vg (w 5 ),
which corresponds to the Hessian matrix of the local objective function Fj(-) that is defined as H = [hf’k], J, k=
y C ) 2 . . . . . . .
1,---,n, where [h] k] = L0 Gince the computation cost of obtaining the Hessian matrix of a deep learning

= Owj 0w},
model is still expensive, our FedLGA algorithm applies the outer product matrix of Vg(w; g, )» which is denoted

as G('w; p,) that follows
OF;(w! ) OF;(w! )
G('wa) = ( — ) < — . (6)

t t
w; g, Ow; g,

This outer product of the remote gradient has been proved as an asymptotic estimation of the Hessian matrix using
the Fisher information matrix [26|], which has a linear extra complexity comparing to the computation of A; E,
[27]. Note that this equivalent approach for solving the approximation of Hessian matrix has been also applied in
[28]], [29].

C. Algorithm of FedLGA

In order to quantitate the difference between E and E; for device ¢, we introduce a new parameter 7; = E—FE;+1,
where the devices with full local learning epochs satisfy 7, = 1. Additionally, to decouple the local learning and
the aggregation, we introduce a global learning rate 7, and the aggregation rule for w'*T! in our FedLGA is given

by
1 R
wm:thME (Z Al g+ ZA;E) (7)

i€, i€Co

It can be noticed that the most representative FL algorithm FedAVG [2], [8]] could be considered as a special case
of the proposed FedLGA, where the distributed network has no system-heterogeneity with n, = 1 and 7; = 1
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Algorithm 2 FedLGA: server side at iteration ¢

1: Input: Initialized model w?, iteration number 7', expected epoch number E, global learning rate Ng-
2: Output: Trained model w?’.

3: for Iteration round ¢ = 0 to T" do

Select subset devices K from N

5. Communicate (w’, E) to each device i € K

6:  Receive (A}, 7;) from device i as Algorithm.
7. Compute w! , = w' + =3
8
9

B

ek, DLE
for each device i € K do
: if 7, > 1 then
10: Approx G(wj ;) from Eq. (6)
11 AfE = AﬁE + G(wf,Ei)(wf,E - “’f,Ei)

12: end if
13:  end for

. t+1l gt 4 7 At ¢
4w =w (X ek, Aip T ik, A
15: end for

E)

)

for all devices. We summarize the learning process of the proposed FedLGA algorithm in Algorithm. |I| and
where Algorithm. [I] introduces the local training process on remote device ¢ at the ¢-th iteration with the constraint
of synchronous responding time. And Algorithm. [2| presents the training of the joint model from communication
round ¢ = 0 to 7" on the aggregator using the developed local gradient approximation method. Note that unlike
FedProx [9]] which uses a more complicated local learning objective with the added proximal term, our proposed
FedLGA does not require any extra computation and communication cost on remote devices. Instead, the local
gradient approximation method against device-heterogeneity is developed on the aggregator side, which is usually
considered to have powerful computational resources in FL network settings. And the computation cost of our
FedLGA mainly comes from the calculation of Eq. (3, and its complexity has been proved to be linear to the
dimension of w! [27], [30].

IV. CONVERGENCE ANALYSIS

In this section, we provide the convergence analysis of the proposed FedLGA algorithm under smooth, non-convex
settings against the introduced system-heterogeneous FL network. Note that to illustrate the analysis process, we
analyze both the full and partial device participation schemes with the following assumptions, theorems, corollaries,
and remarks.

Assumption 1. (L-Lipschitz Gradient.) For all remote devices i € N, there exists a constant L > 0, such that
||VE;(v) — Vf(u)|| < L||v—u||, Yu,v. (8)

Assumption 2. (Unbiased local stochastic gradient estimator.) Let BB; , be the random sampled local training batch
in the t-th iteration on device i at local step e, the local training stochastic gradient estimator is unbiased that

E[VF;(w},B;,)] = VF;(w}),Vi € N. )

Assumption 3. (Bounded local and global variance.) For each remote device i, there existing a constant value o,
that the variance of each local gradient satisfies

E[|VFi(w}, B} ) — VE;(w])||*] < o7, (10)

and the global variability of the i-th gradient to the gradient of the joint objective is also bounded by another

constant o4, which satisfies
IVFi(w) = Vf(w)|]> <. Vi€ N. (11)

Note that the first two assumptions are standard in studies on non-convex optimization problems, such as [31]],
[32]). And for Assumption. [3| besides the widely applied local gradient bounded variance in FL, we use the global
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bound o, to quantify the data-heterogeneity due to the non-i.i.d. distributed training dataset, which is also introduced
in recent FL studies [15[], [33]. Additionally, to illustrate the device-heterogeneity under the formulated system-
heterogeneous FL in this paper, we make an extra assumption on the boundary of the approximated gradients from
the proposed FedLGA algorithm as the following.

Assumption 4. (Bounded Taylor approximation remainder.) For the quadratic term remainder of Taylor expansion
Vg('wf), there exists a constant M for an arbitrary device i that satisfies

IV5 (w))|] < M. (12)

Note that Assumption ] states an upper bound of the second term in the Taylor expansion, which can be considered
as the worst-case scenario for the difference between the approximated local gradient in FedLGA to its optimal
gradient value. Additionally, for better presentation, we consider an upper bound 7,,,, for the heterogeneous local
gradients in the rest of our analysis that 7; < Tyaz, Vi € N.

A. Convergence Analysis for Full Participation

We first provide the convergence analysis of the proposed FedLGA algorithm under the full device participation
scheme, where we have the following results.

Theorem 1. Let Assumptions hold. The local and global learning rates n; and n4 are chosen such that

1 . .. . . .
n < WA EDIT: and ngn < TP TE" Under full device participation scheme, the iterates of FedLGA satisfy

min E||V f(w!)]|? < il + &y (13)
teT ~ angmET ’
where O = f(w?), f* = f(w*), c1 is constant, the expectation is over the remote training dataset among all
devices, and ®1 = é[%#ﬂf + 3P EL*(0} + 6E02) + oE||VF;(wh)[|Y], (5 — 15(1 + p) E*n?L?) > ¢1 > 0,

2 2.2
_ Mg pMETh 0, 3,2
and ¢y = L sz (0, I 4 172, ).

Proof. See in online Appendix A, available in [34]. O

Corollary 1. Suppose the learning rates 1, and 1y are such that the condition in Theorem || are satisfied. Let

n = \/TlE 7 and ng = VEN. The convergence rate of proposed FedLGA under full device participation scheme

satisfies

- NE (I+p) 1
wip B[V () = 0 (U224 1), (14)
Remark 1. From the results in Theorem I} the convergence bound of full device participation FedLGA contains two
parts: a vanishing term Clj; (:;leT corresponding to the increase of 7" and a constant term ®;, which is independent
of T'. We can notice that as the value of c¢; is related to p, the vanishing term which dominates the convergence
of FedLGA algorithm is impacted by the device-heterogeneity. Additionally, we find an interesting boundary
phenomenon on the vanishing term in Theorem [I] that, when the FL network satisfies p = 0, the decay rate

of the vanishing term matches the prior studies of FedAVG with two-sided learning rates [[15].

Remark 2. For the constant term ®; in Theorem |1, we consider the first part % is from the local gradient
variance of remote devices, which is linear to p. And the second part %U?ELQ(O'ZQ + 6Ea§) denotes the cumulative
variance of F local training epochs, which is also influenced by the data-heterogeneity o,. Inspired by [15], we
consider an inverse relationship between 7; and E, e.g., m; O(%) For the third term, we can notice that it is
quadratically amplified by the variance of optimal gradient as E||VE;(w*)||?. Note that different from other FL
optimization analysis that assume a bounded optimal gradient [8]], [9], the proposed FedLGA does not require such
assumption. Hence, in order to address the high power third term of E||V F;(w*)||?, we apply a weighted decay
~ factor to local learning rate as nf“ = (1 — 7)n}. Additionally, as suggested in [25], the third term indicates the
staleness, which could be controlled via a inverse function such as 7;(t) O(t%)
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o]

Method Dataset  Convexity! Partial Worker> Device Heterogeneous® Other Assumptions® Convergence Rate
Stich et al. [3] iid. SC X X BCGV; BOGV O(%7) + O(st57)
Khaled et al. [35] non-ii.d. C X X BOGYV; LBG O(%) + O( \/}W)
Li et al. [8] non-i.i.d. SC v X BOBD; BLGV; BLGN (’)(%)
FedProx [9]] non-i.i.d. NC v v BGYV; Prox O(ﬁ)
Scaffold [|14] non-i.i.d. NC v X BLGV; VR O(3) + O( NlET)
Yang et al. [15]  non-i.i.d. NC v X BLGV O(%) +O( NlET)
FedLGA non-i.i.d NC v v BLGV O(%) + O(LHeE)

! Shorthand notations for the convexity of the introduced methods: SC: Strongly Convex, C: Convex and NC: Non-Convex.

2 Shorthand summaries for whether the compared method satisfies the partial participation scheme: v satisfy and X: not satisfy.

3 Shorthand summaries for whether the device-heterogeneity of FL is considered: v: yes and X: no.

* Shorthand notation for other assumptions and variants. BCGV: the remote gradients are bounded as E[||VF; (w!, BL.) — V f(w})|]?] < o°.
BOGV: the variance of optimal gradient is bounded as E[||V f(w*||?] < o*. BOBD: the difference of optimal objective is bounded as
f(w*) —E[F;(w*)] < 0% BGV: the dissimilarity of remote gradients are bounded E[||V F;(w!)||?]/||V f(w")||*> < 0. BLGV: the variance
of stochastic gradients on each remote device is bounded (same as our Assumption. [3). BLGN: the norm of an arbitrary remote update is
bounded. LBG: each remote devices use the full batch of local training data for update computing. Prox: the remote objective considers

proximal gradient steps. VR: followed by trackable states, there is variance reduction.
Note that for better presentation, we use a unified o symbol, which can vary depending on the detailed method.

TABLE II: Convergence rates for FL. optimization approaches.

B. Convergence Analysis for Partial Participation

We then analyze the convergence of FedLGA under the partial device participation scheme, which follows the
sampling strategy I in [8]], where the subset K € A is randomly and independently sampled by the aggregator with
replacement.

Theorem 2. Let Assumptions hold. Under partial device participation scheme, the iterates of FedLGA with
local and global learning rates 1, and 1y satisfy
I A
inE||V < D, 15
min BVl < 5o ET T 2 (15)

where O = f(w?), f* = f(w*), dy is constant, and the expectation is over the remote training dataset among

. 1 K 30(14+p)K?E?n? L?
all devices. Let m; and n, be defined such that n; < T0ILE ngmb < =D)L and ——"—m—"— +

L%W’TMQOE?’L??%Q + 3E) < 1. Then we have ®3 = d% [da(0f 4+ 3E0}) + d3(o} + 6Eoy) + daE||VFj(w})][*],

where dy = WL, dy — (35 4 BERIN (14 p)? EL?) and dy = mipr e, M2 (54 + "igpes).

Proof. See in online Appendix B, available in [34]. U
We restate the results in Theorem [2] for a specific choice of 7; and 7, to clarify the convergence rate as follows

Corollary 2. Suppose the learning rates 1, and 14 are such that the condition in Theorem [Z] are satisfied. Let
n = ﬁ and ng =V EK. The convergence rate of proposed FedLGA under partial device participation scheme
satisfies
. 1+pVE 1
EViw2 =0 LEAVE 1) 16
min B[V f (w')| VR (16
Remark 3. Comparing to the convergence rate of FedLGA under the full device participation scheme, the partial
scheme has a larger variance term. This indicates that the uniformly random sampling strategy does not incur a
significant change of convergence results.

Remark 4. We summarize the convergence rate comparisons between the proposed FedLGA algorithm and related
FL optimization approaches in Table. [[I We can notice that comparing to the previous works in [S[], [35] which focus
on only convex or strongly-convex optimization problems, the proposed FedLGA is able to address the non-convex
problem. And comparing to [[8], the FedLGA algorithm achieves a better convergence rate with less assumptions,
especially the bounded gradient assumption.
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Dataset Dataset Size Classes P' Image Feature
FMNIST [38] 60, 000 10 2 28 x 28
CIFAR-10 [39] 60,000 10 2 32x32x3

CIFAR-100 [39] 60, 000 100 20 32x32x3

! Shorthand notation for the number of classes in one remote device.

TABLE III: Dataset information overview.

Remark 5. As shown in Table. [l we also find that the dominating term of the obtained convergence rate for
both the full and partial schemes is linear to the system-heterogeneity, i.e., (1 + p). When p = 0, the convergence
rate matches the results in [[14]], [15], and when p reaches 1, the proposed FedLGA still gets the same order.
Specifically, we can notice that comparing to Scaffold [[14], works in [15] and our proposed FedLGA do not
require the assumption of variance reduction.

Remark 6. We can also notice that the only method which addresses both non-convex optimization and device
heterogeneity under the partial participation FL scheme is FedProx [9]], which achieves a convergence rate of O(%)

[17]]. From Corollary the convergence rate of proposed FedLGA algorithm can achieve O(%) Compared to

FedProx, if the number of sampled devices and the number of local epoch steps satisfy that K > E, it is obvious
that our FedLGA achieves a speedup of convergence rate against FedProx. Moreover, the analysis of FedLGA does
not require the assumptions of either the proximal local training step or the bounded gradient dissimilarity.

V. EXPERIMENTS
A. Experimental Setup

To evaluate the proposed FedLGA, we conducted comprehensive experiments under the system-heterogeneous
FL network studied in this paper on multiple real-world datasets. Note that the experiments are performed with 1
GeForce GTX 1080Ti GPU on Pytorch [36]] and we follow the settings in [37] to implement the FL baseline (e.g.,
FedAVG).

Datasets and models: Three popular read-world dataset are considered in this paper: FMNIST [38]] (Fashion
MMNIST), CIFAR-10 and CIFAR-100 [39]. Considering a FL network with N = 50 remote devices, we introduce
the general information of each dataset as shown in Table. Note that for the 32 x 32 x 3 color images in CIFAR-
10 and CIFAR-100 datasets, we make the following data pre-processing to improve the FL training performance:
each image sample is normalized, cropped to size 32, horizontally flipped with the probability of 50% and resized
to 224 x 224.

Then, we follow the previous settings in [2]], [37]] to present the data-heterogeneity of FL. In this paper, we
consider the following non-overlapped non-i.i.d. training data partition scenario, where the i-th remote private
dataset X; and the total training dataset X’ satisfy: |X'| = >, |A;|. Then, for each remote training dataset X;, we
consider it contains P classes of samples. Note that for FMNIST and CIFAR-10, we set P = 2 and for CIFAR-100,
we set P = 20 by default. To solve the classification problems from the introduced datasets, we run two different
neuron network models. For FMNIST, we run a two-layer fully connect MLP network with 400 hidden nodes. For
CIFAR-10 and CIFAR-100, we run a ResNet network, which follows the settings in [40].

Implementation: In this work, we simulated a FL. network with the formulated system-heterogeneous problem.
Note that we would like to emphasize that the initialized hyper-parameter settings are directly from the default
setups of previous FL works [37]], [41]], which are not manually tuned to make the proposed FedLGA algorithm
perform better. The system-heterogeneous FL network in our simulation is with the following settings by default

o The total number of remote devices N = 50.

o For each global communication round, the number of devices being chosen by the aggregator is K = 10.

« For the local training process, we set £ =5 and |B| = 10.

o To illustrate the device-heterogeneity, we set p = 0.5 and 7,4, = E — 1, where 7; for the ¢-th device is

uniformly distributed within [1, 7,,44].

Compared Methods: We compared the performance of FedLGA with the following five representative FL

methods
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FedAvg: is considered as onE of the groundbreaking works in the FL research field. We set up the FedAvg
approach based on the settings in [8]], which firstly provides a convergence guarantee against data-heterogeneous
FL. Note that in our simulation, we follow the scheme I in for the partial participation.

FedProx: [9] is one popular variant of FedAvg which adds a quadratic proximal term to limit the impact from
local updates in the device-heterogeneous FL. In this paper, we follow the instructions provided in [9] that set
the 1 = 1, which controls the local objective dissimilarity.

FedNova: [18] improves FedAvg from the aggregator side. It assumes a diverse local update scenario where
each remote device may perform the different number of local epochs. To achieve this, FedNova normalizes
and scales the local updates, which is also considered as a modification to FedAvg.

Scaffold: model the data-heterogeneous FL problem as the global variance among each remote device in
the network. Scaffold address this problem by controlling the variates between the aggregator and the devices
to estimate the joint model update direction, which is achieved via applying the variance reduction technique
[42]. [43].

FedDyn: adds a regularization term on FedAvg on the remote device side at each local training epoch,
which is developed based on the joint model and the local training model at the previous global round.

Evaluation Metrics: To evaluate the experimental results accurately, we introduce the following two categories
of evaluation metrics, each of which is investigated in multiple ways. Note that in our analysis, we define a target
testing accuracy for each dataset as: FMNIST 65%, CIFAR-10 55% and CIFAR-100 40%.

Model performance: To evaluate the learned joint model under the formulated system-heterogeneous FL
network, we investigate the training loss, the testing accuracy and the best-achieved accuracy for each FL
approach.

Communication in FL network: As the FL network is simulated on one desktop with the Python threading
library and all the computations are performed on a single GPU card, we represent the communication in FL
by calculating the number of iterations and the program running time for each compared method to achieve
the targeted testing accuracy.

B. Analysis of Joint Model Performance

Overall Performance Comparison: Fig. 2] and [3] show the learning curves of the testing accuracy and the
training loss for the compared FL approaches over three datasets respectively. We can notice that compared to
existing FL methods, the proposed FedLGA algorithm achieves the best overall performance on the lowest training

loss,

highest testing accuracy and the fastest convergence speed. For example, as shown in Fig. the proposed

FedLGA reaches the targeted 40% testing accuracy with only 145 iterations, which is 1.9x, 1.5x, 1.8, 1.3x and
1.1x faster than FedAvg, FedProx, FedNova, Scaffold and FedDyn respectively. Specifically, as shown in Fig. [3b]
though the proposed FedLGA only reaches the second-lowest training loss on CIFAR-10 dataset, it outperforms
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other methods with an obvious faster convergence speed. We can also notice that compared to other benchmarks,
FedDyn achieves the second-best performance on average.

We then analyze the performance of the best approached testing accuracy for the compared methods, where the
results are shown in Fig. [ It can be noticed that the proposed FedLGA algorithm outperforms other compared
methods and achieves the best testing accuracy on each dataset. For example, as shown in Fig. @#b] FedLGA improves
the best obtained testing accuracy on CIFAR-10 (i.e., 64.44%) by 5.7%, 3.8%, 5.5%, 0.7% and 0.4%, comparing
to FedAvg, FedProx, FedNova, Scaffold and FedDyn respectively.

C. Analysis of Communication

Analysis of System-heterogeneous FL: To further investigate the learned joint model performance of the
compared methods, we construct different system-heterogeneous FL network scenarios. Firstly, we study the impact
of different local training epoch E, where the results are shown in Fig. 5] Note that for better comparison, we
denote the performance via the number of global communication iterations to the targeted testing accuracy. It can
be easily noticed from the results that as the value of E' becomes larger, the number of global communication round
to the target accuracy are less for each compared method. In this condition, the proposed FedLGA algorithm still
outperforms other methods with the lowest number of iterations on each value of E.

Then, we study the performance of the compared approaches in a FL network with different device-heterogeneity
ratios, which is shown in Fig. [ We can notice from the results that as the p becomes larger, the number of
communication rounds to achieve the target testing accuracy for all compared methods also increases. Especially,
for FMNIST and CIFAR-10 datasets, when p = 0.1, all the compared FL. methods in this paper have similar
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performance. We consider this might due to the reason that only 10% of local gradients are heterogeneous with
FE; local epochs. And for CIFAR-100 dateset, we can notice that the proposed FedLGA algorithm has a significant
advantage over other methods when p = 0.1. Additionally, for different values of p, the proposed FedLGA algorithm
outperforms other compared methods. For example, when E = 8 against FMNIST dataset, the proposed FedLGA
reaches the target accuracy with only 52 rounds, where FedAvg requires 2 times more rounds for 104.

Running Time: Table [[V] shows the experimental result of the running time (seconds) for each compared
method to achieve the target testing accuracy. Note that to describe the performance accurately, we take both
the “Single” and “Total” cost time into consideration. The “Single” represents the averaged time for running one
global communication round during the training process, and the “Total” is the total required running time for
a compared method to reach the targeted testing accuracy. We can notice that FedLGA reaches the best “total”
running time for all of the three introduced dataset, while only the third-best on the ‘“single” running time. We
consider this might be because of the following reasons. Compared to FedAvg and FedNova which reach better
“single” running time, the proposed FedLGA algorithm requires a lower number of global communication round
to the target accuracy. And comparing to FedProx, Scaffold and FedDyn, the results support our theoretical claim
that as the extra computation complexity of the proposed FedLGA is on the aggregator, it outperforms other FL.
methods which perform extra computation costs on the remote devices.

D. Analysis of Hyper-parameter Settings

Impact of 7,,,,,: We then evaluate the performance of the proposed FedLGA algorithm under further settings of
the introduced hyper-parameters in this paper. The required communication rounds of FedLGA to achieve the target
testing accuracy on the introduced dataset with different 7,,,, values are shown in Table M Note that for better
presentation, the performance of the compared FL methods is also introduced in the table. We can notice from
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FMNIST CIFAR-10 CIFAR-100

Single  Total  Single  Total  Single  Total
FedLGA 9.4 565.8 12.1  2668.6 11.8  1711.0

FedAvg 8.9 1032.4  10.7  3741.5 11.3  3130.1
FedProx 12.2 1171.7 134 3932.1 129  2747.7
FedNova 9.1 910.0 10.9  3640.6 11.6 31204
Scaffold 11.2 806.7 13.1 3636.2 124 2287.8
FedDyn 12.2 869.3 12.8  3251.2 127 20574

TABLE IV: Running time (seconds) to target testing accuracy.

Tmaz FMNIST  CIFAR-10 CIFAR-100

0.8F 60 220 145
FedLGA 0.6F 54 186 140
04F 41 157 126
0.2F 29 109 122
FedAvg - 116 350 277
FedProx - 96 293 213
FedNova - 100 334 269
Scaffold - 72 278 185
FedDyn - 71 254 162

TABLE V: Impact of 7,4.

the results that on each considered value of 7,4, FedLGA outperforms the compared FL methods. In addition, as
Tmaz becomes larger, the performance of FedLGA degrades. We consider that this is due to the reason that when
Tmaz 18 smaller, the variance of the obtained local model update approximation in FedLGA becomes larger. This
may also indicate that the performance of FedLGA is also related to E — E;. Specifically, when E' — E; becomes
larger (i.e., the FL network is with higher device-heterogeneity), the performance of FedLGA is more limited.
Impact of N: We then study the impact of the total remote device number N on the performance of the proposed
FedLGA algorithm, which is illustrated in Fig. [7} Note that we pick different N € {30, 50,100} against CIFAR-10
and CIFAR-100 datasets, where other hyper-parameters are set as K = 10,p = 0.5 and &£ = 5. From the results,
we can notice that as the number of N grows, the proposed FedLGA algorithm presumes a significantly better
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learning performance on both the testing accuracy and the convergence speed. We can also notice an interesting
phenomenon that for CIFAR-10 dataset, when N = 30, the performance of FedLGA has a clear gap to the settings
of N =50 and N = 100. We consider this might be because when NV is too small, the variance inner each device
can be too big that leads to the performance degrade.

Impact of K: Lastly, we investigate the impact of the number K of partial participated remote devices in each
communication round to the proposed FedLGA algorithm. Note that we consider the different values of K as
K € {5,10,25}, where N = 50,p = 0.5 and E = 5. The results shown in Fig. [8 show that the performance
of FedLGA has a significant improvement as the number of K grows. For example, against CIFAR-100 dataset,
the proposed FedLGA algorithm reaches the target testing accuracy with only 78 rounds when K = 25, which is

46.2% faster than the performance with K = 10.
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VI. RELATED WORKS

Federated Learning (FL) [[1], [2] has been considered as a recently fast evolving ML topic, where a joint model
is learned on a centralized aggregator with the private training data being distributed on the remote devices.
Typically, the joint model is learned to address distributed optimization problems, e.g., word prediction [45]], image
classification, and predictive models [46], [47[]. As illustrated from the existing comprehensive surveys [9], [17]], the
general FL frameworks usually contain two types of updates: the aggregator and the remote devices. Note that both
of these two updates can be denoted as an optimization objective, which focuses on minimizing the corresponding
local loss functions.

The challenges in current FL research can be summarized into multiple classical ML problems such as privacy
[48]]—[53]], large-scale machine learning and distributed optimization [9]], [S4]—[56]. For example, there have been a
large number of approaches to tackle the communication constrain in the FL. community. However, existing methods
still face problems due to the scale of distributed networks, which causes the heterogeneity of statistical training
data distribution.

The challenges arise when training the joint model in FL from the non-i.i.d. distributed training dataset, which
firstly causes the problem of modeling the heterogeneity. In literature, there exists a large body of methods
that models the statistical heterogeneity, (e.g., meta-learning [57]], asynchronous learning [30] and multi-task
learning [58]]) which has been extended into the FL field, such as [[10], [16]], [59]-[63]]. Additionally, the statistical
heterogeneity of FL also causes problems on both the empirical performance and the convergence guarantee, even
when learning a single joint model. Indeed, as shown in [2], [9], the learned joint model from the first proposed FL
method is extremely sensitive to the non-identically distributed training data across remote devices in the network.
While parallel SGD and its related variants that are close to FedAvg are also analyzed in the i.i.d. setting [5]].

In this paper, we introduce several relevant works against different FL scenarios (e.g., non-i.i.d. distributed training
data and massive distribution), and [9]], [17] are recommended for an in-depth survey in this area. Works in [J5]]
proposes local SGD, where each participating remote device in the network performs a single local SGD epoch, and
the aggregator averages the received local updates for the joint model. Then, FedAvg in [2] makes modifications to
the previous local SGD, which designs the local training process with a large number of epochs. Additionally, [2],
[8] have proven that by carefully tuning the number of epochs and learning rate, a good accuracy-communication
trade-off in the FL network can be achieved.

Then, there have been several modifications of FedAvg to address the non-i.i.d. distributed training data in FL.
For example, work in 8] uses a decreasing learning rate and provides a convergence guarantee against non-i.i.d. FL.
[33]] modifies the aggregation rule on the server side. FedProx [9]] adds a proximal term on the local loss function
to limit the impact from non-i.i.d. data. Additionally, Scaffold [14] and FedDyn [44] augment local updates with
extra transmitted variables. Though they suffer from extra communication cost and local computation, the tighter
convergence bound can be guaranteed by adding those device-dependent regularizes.

VII. CONCLUSIONS

In this paper, we investigate the optimization problems of FL under a system-heterogeneous network, which comes
from data- and device-heterogeneity. In addition to the non-i.i.d. training data, which is known as data-heterogeneity,
we also consider the heterogeneous local gradient updates due to the diverse computational capacities across all
remote devices. To address the system-heterogeneous, we propose a novel algorithm FedLGA, which provides a
local gradient approximation for the devices with limited computational resources. Particularly, FedLGA achieves
the approximation on the aggregator, which requires no extra computation on the remote device. Meanwhile,
we demonstrate that the extra computation complexity of the proposed FedLGA is only linear using a Hessian
approximation method. Theoretically, we show that FedLGA provides a convergence guarantee on non-convex
optimization problems under system-heterogeneous FL. networks. The comprehensive experiments on multiple real-
world datasets show that FedLGA outperforms existing FL benchmarks in terms of different evaluation metrics,
such as testing accuracy, number of communication rounds between the aggregator and remote devices, and total
running time.
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APPENDIX

In this section, we provide the detailed proofs for full and partial participation convergence analysis of the
proposed FedLGA in Section. |Aland [B|respectively. The proofs of key lemmas in the analysis are also introduced.

A. Proof of Theorem 1

Theorem A. Let Assumptions 1-4 hold. The local and global learning rates 1, and n, are chosen such that

1 1 . .. . . .
n < TG LE and ngm < ) LE" Under full device participation scheme, the iterates of FedLGA satisfy
-

inB||V f(w)||* <
min BV < o ET *

where 0 = f(w ) = flw*), cl is constant, the expectation is over the remote training dataset among all

B [W@% + 3P EL2 (07 + 6E02) + oE||VE; (wh)[|4], (3 — 15(1 + p)E?j7L?) > ¢1 > 0,

__ Mg pM Tz
and C =& lN'y] m (ngL + nl ma:):)'

devices, and ®4

Proof. For convenience, the N remote devices could be virtually divided into two subsets |[A7| = pN and |[N3| =
(1 — p)N that the gradient updates from N needs the approximation from FedLGA and N5 provides updates
with full local epochs. Then we define A* = L (3, Al ), where it is obviously that A" = £ (3 ,cn, Al p +
Y ic N, Ai E) = A for full device partlclpauon As such, based on the smoothness feature in Assumption. 1, the
expectation of f(w'*!) from the ¢-th iteration satisfies

Ef(w'*) < flw) + (V5 (), B ™ — ) + TE[lw'™ — w']]

t t At t t Lng a2
= f(w) + (Vi ('), E[ng A" + ngmEV f(w") — ngm EV f(w)]) + —=E[[|A|[] (17)
_ L772 _
= fw) — nm B[V F()|* + g (VS ('), BA + mBEVf(w)]) + 20 B[|AYP),
—_———
A1 A2
where we can bound the term A; as follows
= (Vf(w"),E[A" + BV f(w")])
N E-1
= (Vf(w Z > v *mE Z VE(w')|)
=1 e=0 i=1
N E—-1
= (VmEV f(w'), - Z (VE;(w;,) — VE(w"))])
i=1 e=0
)TIE N E-1 N E-1
a1 1 2 N ] t 2 2
"EINIAI gy BN S (VRwl) ~ VRO Rl 3 S (VA
As
(18)
where (aq) follows the inner product equality that (z,y) = 5[||z||*>+||y||> — ||z — y|[*], where = /P EV f(w')
and y = N\/\;E[ZZ]\; Zf;ol(VFi(wfve) — VF;(w'))]. Then, we focus on the term Az with the bounded
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approximation error from Lemma 1 that

N E-1
A3:EHZ:Z]VE@%J—VEQMMP
i=1 e=0
<E|| Z VF — VE(w") + M2, [V E(w)?|) + Z VFi(w},) — VF(w"))||?
ieN; e=0 i€EN, e=0
(a2
NpE )~ ZEIIVF Fy(w") + M50,V F (w))?]]|?
ieN7 e=0
(1—p ENZZIEHVF — VF;(wh)]?
i€N2 e=0
2 2N pM1 7 EE|[VE,(w))?|* + (1+ p)NE Y IEIIVF( ') — VE(w'|]?
=1 e=0
N E-1
< 2NpEMni 70, Bl VE (w))?[|> + (1 + p)NEL* > ) " Eljw}, — w'||?
i=1 e=0
(as)
< 2NpEM’n}7, Bl VE,(w!)?||> + 5(1 + p)N*E*n L* (0} + 6Eo2) + 30(1 + p) N2E*n7 L?||V f (w")| |,

19)

(ag) follows that E[||z1 + -+ + zn|[*] = E[||z1]|* + - - - + ||2n||?], where each z is independent with zero mean,
E[VF( )] = VE;(w;] ) and the results in Lemma. 1. (a3) is due to E[||zy +--- + zn||?] < nE[||z1]®2+ -+
l|zn]|?], and (ay) follows the result in Lemma. [B| l Then for term As, we have

E[lIAY]
N

B 1 t,E12
—E[HNZAi 7

i=1

S HZA &l%]

(20)
<52 HZAE|’2+’|ZAEH
ieN, i€N,
1
< F(pE[HAzE_"Mnl Toal [VE(w)?|[[17] + (1 = p)E[|A] %)
1 20M*0P 7}
< yellp+DE (1145 611%) + #EHVFAW%)HZ&
Ay
where we further expand A4 that
Ay = E[||A] g ]
N E-1
= PE[| Y > VEi(w,, B )|
i=1 e=0
(@) N E-1 N E-1 @1)
=7 < 1D (VEi(w,,B,) — VEL )P +E[ D VFi(wf,e)HQ])
i=1 e=0 i=1 e=0
< EniNo} +nfE[||Y > VFi(wl,)|],

i
=)

=1 e
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where (a5) comes from the expectation feature that E[||x||?] = E[||z — E[z]||*> + ||E[x]||?] and (a¢) satisfies the
results in Assumption. 3.
Then, we go back to Eq. with the obtained A;, Ao, A3 and A4 that

t+1 t 2 t Lng At([2
Ef(w'™) < f(w") = ngmBE||V f(w")||> + ng (Vf(w"), E[A" + n EV f(w")]) + 5 ElllATT
pA X

1 5
< flw') — ngmE(; — 15(1 + p) B> L) ||V f(w)] 2 + 577977?E2L2(052 +6E0?)

N (1+ p)Engniof (s L”g”l Hp ||§:EZIVF
2N 2N2E = = (22)
TN s 14 ofr2 BV E G
(@) F(w) — enyml|V )| + (1“’);\;73”12012 +g P E°L?(0} 4+ 6Eo?)
+7W\]§2Wf(ngL+m 720 BV E ()[4

. . . Ln?n2(1 ..
where (a7) holds when two requirements are satisfied: 1) (27]7\’,2% - ngg’]\g;p )) > 0 when ngn; < m. i1) the

L_ 2,272
constant value ¢; meets (5 — 15(1 + p) E“n;y L*) > ¢1 > 0 that i < SR
Then, we could rearrange and sum the previous inequality in Eq. (22) from ¢ =0 to 7" — 1 that
T—1

1+ o 5
S el BnmElY f(wh)] = fw) - fwT) + TngmE [(2’]3”” PEI(0? + 6E02) + ||V Fy(w”) |
t=0
this provides the convergence guarantee that
*
inE e L= + @4, 23
min VS| < Lt 23)
1 EI — g i M2 72nu.:l;

§>1 = & [( ‘“’)77 moi 27712EL2(0'12 + 6Ea§) + E||VE;(wh)||*] and ¢ = Z W;V%gm;; (gL + P72 00)- Proc&f}
one.

B. Proof of Theorem 2

Theorem B. Let Assumptions 1-4 hold. Under partial device participation scheme, the iterates of FedLGA with
local and global learning rates m; and 1y satisfy

-

+ &
> d g ET 2

. 2 -
min B[V f (w')|* <

where fO = f(w?), f* = f(w*), dy is constant, and the expectation is over the remote training dataset among

. 1 K 30(1+p) K2 E>n} L
all devices. Let m; and ny be defined such that n; < TRaioLE ngmk < =D)L and ———3m—"— +

Lnam040) (90 B3 122 + 3E) < 1. Then we have ®3 = - [do(07 + 3E02) + ds(o} + 6E02) + d4EHVF,-(w;?)H4],
where dy = CEERME | dy — (15 + LR (1 4+ p)j 12) and dy = mpr 7o M (R + ).

Proof. We first define A’ the same in proof of Theorem. 1, where the partial device participation A # A’ that
Al = % Y ick A; 5+ |K| = K. Specifically, we define the approximated updates are from C; and others from
Ko, where |[Ki| = pK, |[K2| = (1 — p)K, following the definition of N7 and N>. In this deviation, we consider
the randomness of the partial participation scenario contains two aspects: the random sampling and the stochastic
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gradient. We still start from the Assumption. 1 of the L-Lipschitz for the expectation of f(w!*!) from iteration ¢
that

Ef(w'*) < flw) + (V) B ™ — ) + TE[lw' ™ —w']|]

t t t t t L"; t)12
= f(w) + (Vf(w'), E[ng A" + ngmEV f(w") — ngm EV f(w)]) + —=E[[|A|[] (24)
Ln2
= f(w) = ngmE||V f(w")||* + ng (Vf(w'), E[A" + mEV f(w")]) + TQE[HNHQ],
N——
Bl B2
from the result in Lemma B} we have E[B;] = A1, then the bound of B is the same of A; in inequality. that
nE N E—-1 N E-1
B < = HIZ + E Fj(w F; 2 E Fi(w!)])?
1< BRIV + g B Y Y (VRtwle) - VRO ~ 55l 3 S (TR o
Bj
and we can bound Bj as
Bs—EIIZZ (VE(w},) — VE(w")|]”
i€ e=0
<E| )’ Z (VE;(w},) = VE(w') + M| VE (w])?[)) + ) Z (VE;(w},) — VE(w")|]”
i€, e=0 i€, e=0

E_
(b1)
= KpE Y Y E|VE(w],) - VE(w") + Mnir},,||VFi(w))?|||?

ieN; e=0
(1—p EKZZEHVF Fi(wh)])?
€Ny e=0
(bs) N E-1
< SR EpMirh LBV w22 + (14 )KES S B[V Fi(w (]
i=1 e=0

(bs)
< 2K EpM?1{ 73,0, Bl [V Fi(w})?[[* + 5(1 + p) K* E*nf L* (07 + 6E0y) + 30(1 + p) K*E*nf L[|V f (w')] %,

(26)

where (by comes from E[||zy + - + x,]|*] = E[||#1]|* + -+ + ||zn|[*] when z is independent with zero mean,
E[VFz(wfe)] VF;(w Ze) with Lemma. 1 satisfied. (by) is because of the inequality E[||z1 + --- + z,||?] <
nE[||z1|]? + - + [|za]]? ] and (b3) follows the result in Lemma.

Then for the sampling strategy 1 in [8]], the sampled subset K could be considered as an index set that each

element has equal probability of being chosen with replacement. Supposing IC = {l1,--- ,l;}, we bound B; as the
following
= E[||A"[’]
1
= B[l > Al
e
Sf HZA +HZAEH -
ZE}Cl ’LE/CQ ( )
1
< <5 (PEIIAL 5 + M0 [V (wi)*[I7] + (1= p)E[A] 5117])
1 2pM?n?1?
< (0 + DEIA! g2 + L= Tmem ) v ) |
_,_/

B,
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we expand By and have

E[|Af g%
K E-1
=B Y VE.(w]_ ., B )]
z=1 e=0
K E-1 K E-1 (28)
?(E[IZZ(VFZZ(WZ,@,BLE) VEL (w NIPI+E[D DY VA (w] )] ])
z=1 e=0 z=1 e=0

(s) 2 2 2 =&
< KEnfo +mfE(|| > > VE_(w] )P,

z=1 e=0

where (b4) follows E[||z||?] = E[||z —E[z]||*+||[E[x]||?] and (b5) is from Assumption. 3 and E[||x1+---+z,||?] <
{17+ - + [zl o
Then, we further investigate the right term in (28) by letting t; = Y .y VF;(w} ) that

K FE-1 r
1>"> mxwz,ew] =E
Y (ty)

z=1 e=0
[ K
=E > [t
| z=1 i#jN(L,1)eK (29)
= [ [t H2+K(K— 1)t tz )]

NZI|t||2 IIZMI2

where (bg) comes from the independent sampling with replacement strategy.
As such, we get back to the inequality in (24) with the obtained B;, By, B3 and By that

,_.

I 2
Ef(w™!) < f(w') — ngmE||V f(w")||* + 0y (VF(w'), E[A" + n EV f(w")]) + % E[|A"]]?)

B B2
N E-1
< Jw') — BV S ) 2+ mg(E W ) P4 B ~ VE w)
=1 e:O
Bs
N E-1 2 2
1 2pM?nj'T, £y(14
P Ay G 1 A 7”““5[}3 VE: :
- Bl L(F 1)+ 2L (4 DAL gl + 22 e 7 1)
—1 e= ‘—\/—’34
1 15(1+ p)K2E?n?L? 5(1+ p)K2E?*npngL?

< f(w') = ngmE(5 — IV f(w))]P + (o + 6E0y)

N2 N2
N
(Lt pyugLEnfo}  Lngni (1 ZEHt P (K =1)(L+p)Logn  ngm B> 4
2K 2NK 2N2K 2N2E ’

Ln KT
+ <([(29 + N2max )779771 P mazx 2> E||VFl(wf)H4a

(30)
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Specifically, for t;, we have

N E-1
> E[l]? = ZEH Z — VE(w') + VF(w') = Vf(w') + V f(w")) ||
=1 e=
N E 1 (31)
< BEI?) Z E||lw!, — w'||* + 3NE®n2 + 3N E?||V f (w")||?
=1 e=

(bs)
< I5NE*L*i} (o} + 6E02) + (ONE*L*n} + 3N E?)||V f(w")|* + 3N E%0?2,
where (b7) follows Assumption 1 and 3 with the inequality E[||z1 + - - - + 2, [|*] < nE[||z1]|?> + - - - +||xn||?], while

(bg) comes from Lemma. [C| which requires 1, < ———.
30(1+p)LE
Then we continue with (30) that
(bo) 1 1514 p)K2E*n?L? 5(1 + p)K2E%nin,L?
Ef(w' ) < f(w') — nmB(; - IV I+ ot (0F 4 680)
(1+ p)ugLEnjo}  Lugnt(1 >y (B KT 2 -
(b1o) 15(1+p K2E2 2L2 Ln,m
2 fut) — gmia() — PUFPEENET a0 20 g0 2gg g9 ()|

(3040 K2E277377 L2 15E3L3Z;*IZ§(1 —l—p)) (o7 + 6502 + 3E20 QLZ%?Z (1+p)
(1+p LEmo’l (?%n?f]f\;ﬁm)ngmp 2 VPRV E ()]
(”2 flu) - dmngIIVf(wt)llz (LT G2 1 5 2)
+ngmE (Zgz + 152?”79) (L + p)f EL?)(a7 + 6Eay)
b (B T Ty s APE| VR,

(32)

where (bg) holds when (K_l)Q(Jl\,t?Lnﬁmz — 5xie < 0 that requires ngzszzi m, (b1p) comes from the results
in (31) and (by7) holds when the constant d; satisfies (3 — 15(1+p)]lv{2E L L%ZLI((Hp) (90E3L*n?+3E)) > dy > 0,
where the boundary condition is 22(+2 )ﬁzE ks Lngmngp ) (90E3L?n? 4+ 3E) < 1. By rearranging and summing

from t =0 to T — 1, we have

T-1

> duBnmELY £(w')] = fw) ~ f")+ T [0 oF 4 3502
t=0
+Tngm B [(ggz 152?% ((1+ p)nf EL?) (o} + 6E0§)] 53
b Ty B T 02 g2y )
then the convergence guarantee is obtained as
wp |Vl < LT 64)

where ®; = L [do(0} + 3E02) + d3(0} + 6Eo? )+d4E\ VE(wh)||Y] that dy = (LHmmly g, — (3 4

%(( + p)n?EL?) and dy = mypr, mazMQ(Lng + mK "“”) This completes the proof. O
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C. Proof of Key Lemma

Lemma A. When Assumption 4 holds, the second term V;(wf, p) (W} p — w; p,)° is bounded as the following,
which is the main error between the approximated result Af g in FedLGA to the ideal local update Afy p with full
E epochs. Note that Ty,q, is the upper bound for T; that 7; < Tpae, Vi € N.

IV E; (w})?|], (35)

ax

E[|A} p — AE,EH < Mnir),

Proof. We start from the definition of w! ;, = w! — g I VFj(w!,, B; ) that

1,6 7,

EHA;E - Ag,EH £ va(wf,Ei)(wf,E - wfin)zH

(a)
< IVg(wi p)lll(wf 5 — w; )]

®) t t 2
< M||(sz - 'sz) |

E-1
< MIf(Y_ ) VEi(wi,, Bie) (36)

ie’
Ei—1 ‘ 9
o Ze:O V‘Fi(wi,eaBi,e)) H
E-1
<Mypll(Y,_, VE(w! . Bio)’l
< MT]IQTEnax”VFz(w}Z)QH,

where (a) is due to the Cauchy—Schwarzth inequality, and (b) is the Assumption. 4. This completes the proof. []

D. Proof of Auxiliary Lemmas

Lemma B. (Lemma 1 in [15].) The estimator A! is unbiased sampled as

E[A!] = AL, (37)
Proof. Let K = ay,--- ,a; and when the device sampling distribution is identical with the system-heterogeneity
ratio p,
1
E[A] = B[ Y AL]
ar €
1
=ZELD_ AL+ D AL
ar €K, ar€KNK., (38)
= (1 - p)E[AG,] + pE[AG,]
1 A _
- LT AL+ Y ALy - A
ieN; ieN>
this completes the proof. O
Lemma C. (Lemma 4 in [33]] and Lemma 2 in [15]].) For any local training step size that meets ny, < m,
P
we have the bounded expectation for device i at local epoch step e that
N
N > Ell[wf, - w'|]*] <5En; (o] + 6Ea;) + 30E*n7 ||V f(w")]|*. (39)

i=1
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Proof.
Ell|lwi, — w'[]’] = E[llw] .y —w' = nVEF(w], 17536 DI
< Ef|w ey —w' —m(VE(wio 1, Bio ) = VF(wj. ) + VE(wj, ) — VF(w') + VFi(w')
— Vf(w') + Vf(w")]]?
< (U4 g Elw) ey = w' [ + E[[m(VE (W] ey, Bier) = VE(wi1))II]
+6EE[Hm(VF( Wi e 1) VE;(w))|P] + 6 BE[| | (VFi(w') — V f(w"))[|?] + 6E|lmV f(w")[[> (40)
<(1+ —w'l|?] +nfof + 6Enf LE[||wf,y — w'|*] + 6 Enfog + 6E|lqV f (w")]|”

20F — 1)E[Hwi,efl
1
551+ OE [LPE[||w] .y — w'|]’] + nfof + 6Enio; + 6E|mV f(w')| |
1
< (14 = Ell[wj ey = w'|P] 4w + 6Enfog + 6E|lmV f (w")[*
Then we can unroll the recursion and reach the following

=1+

E-1
1 T
ZEIIw —w'|]?] < Z( + )" [niof + 6Enjog + 6E|lmV f (w")|[’]

(41)

1
< (BE-1)((1+ £—)" = Dlnfoi + 6Enfog + 6|V f(w")||’

< 5En;(of + 6Ea;) + 30E°n} ||V f(w")|[?].

Proof is done. O
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