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a b s t r a c t 

The smart grid is envisioned to use a cyber-physical network paradigm to prevent failures from propagat- 

ing along large-scale infrastructures, which is a primary cause for massive blackouts. Despite this promis- 

ing vision, how effective cyber and physical interactions are against failure propagation is not yet fully 

investigated. In this paper, we use analysis and system-level simulations to characterize such interactions 

during load shedding, which is a process to stop failure propagation by shedding a computed amount of 

loads based on collaborative communication. Specifically, we model failures, such as system fault, hap- 

pening in the physical domain as a counting process, with each count triggering a load shedding action 

in the cyber domain. Although global load shedding design is considered optimal by globally coordinating 

shedding actions, its induced failure probability (defined as the one that at least a given number of power 

lines fail) is shown scalable to the delay performance and the system size. This indicates that global load 

shedding is less likely to stop failure propagation in large systems than local shedding that sheds loads 

within a limited system scope. Our study demonstrates that a joint view on cyber and physical factors is 

essential for failure prevention design in the smart grid. 

© 2019 Published by Elsevier B.V. 
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1. Introduction 

The smart grid [1] has become one of the most representative

cyber-physical systems, in which computer networks (i.e., the cy-

ber domain) are built upon physical infrastructures (i.e., the phys-

ical domain) to enable intelligent control functionalities. Bringing

networking into the power grid [2,3] is envisioned to make

physical infrastructures more resilient and robust against failure

propagation [4–7] , which is a primary cause for a number of large

blackouts in history, such as the Northeast blackout of 2003 [8] . 

In power system, a power line has its capacity to transmit the

power. If the power exceeds the capacity, the power line will be-

come overloaded and fail. Such a failure disconnects a power line

and accordingly leads to power flow redistribution across the grid,
∗ Corresponding author. 
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hich can in turn overload other power lines, and eventually form

n unstoppable failure propagation event, known as a cascading

ailure [6,7,9] . 

To rescue a power system from such a cascading failure, load

hedding [4,10–12] has been developed as an effective counter-

easure. The basic idea of load shedding is straightforward: when

 fault event is detected, a number of loads will be intentionally

hed to eliminate the overload in the system, thereby stopping

he failure propagation. In conventional power grids, the amount

nd location of loads-to-shed are pre-configured and thus lacks

exibility. Assisted by the communication network, the load

hedding in smart grids can be conducted in a more intelligent

ay [4,13] . Particularly, during a cascading failure, a control center

ollects global system information and uses a global optimization

ramework to shed the optimal amount of loads, which stops the

ailure propagation, and in the meanwhile keeps the load shedding

ost at the minimum. 

While such intelligent load shedding scheme seems promis-

ng, it does not come without compromise. The communication

etwork that carries the control and command messages is

onetheless ideal. Packets in practical communication networks
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re subject to random delay and loss (not to mention cyber-

ttacks), and such incidences can easily render the intelligent

oad shedding ineffective, and even counter-productive, as we

emonstrate in the following sections. 

From a practical view on an imperfect cyber domain, cascading

ailures in the smart grid in fact constitutes a cyber-physical

nteractive process with actions affecting each other. However,

here has not been any systematic study in the literature on

ow this interactive process works to prevent (or exacerbate) the

ailure propagation. In this paper, we take a combined analytic

nd experimental approach to model and evaluate the interactive

rocess induced by failure propagation under load shedding, and

dentify the correlation between the communication performance

nd the effectiveness of load shedding strategies. Our findings and

ontributions can be summarized as follows: 

• We take a combined approach based on analytical modeling

and system-level simulations to characterize the interactions

between cyber and physical domains during the load shedding

procedure against failure propagation in the smart grid. 

• We find that under global load shedding, the failure probability

P (M(∞ ) ≥ m ) is bounded from below by an increasing func-

tion of the number of nodes in a smart grid system; and the

performance of global load shedding does not scale well with

the number of nodes, especially when the cyber domain adopts

wireless networking. 

• Although recent studies embrace global load shedding in the

smart grid, our results reveal that conventional load shed-

ding can perform better than global shedding in the presence

of a practical cyber domain. The results encourage a hybrid

load shedding solution that combines conventional and global

schemes. 

To the best of our knowledge, we are the first to formally char-

cterize the cyber-physical interactions during failure propagation

nder load shedding in the smart grid. Our results further indicate

hat although bringing communication networking into power

rids is a significant leap forward and makes intelligent controls

easible, substantial efforts are still needed to make them from

easible to practically efficient by joint design across both domains.

The rest of the paper is organized as follows. In Section 2 ,

e introduce the models and state our research problems. In

ection 3 , we present analytical results and their indications in

ractical design. In Section 4 , we discuss the results from simu-

ation experiments. In Section 5 , we present related work. Finally,

e conclude this paper in Section 6 . 

. Backgrounds, models and problem statement 

In this section, we introduce backgrounds, define basic models,

nd finally state our research problems. 

.1. The smart grid and network architecture 

In the smart grid [2,3,11] , a node representing a power or

omputing device may have a physical connection to the power

nfrastructure and a cyber connection to the communication

etwork. We model such a system by a multigraph that is a graph

hose nodes are allowed to have parallel edges. In our settings,

he smart grid is denoted as G = (N , E c , E p ) , where N is the set of

ll nodes, E c and E p are the sets of cyber (communication link) and

hysical (transmission line) edges, respectively. We call the power

ystem graph G p = (N , E p ) the physical domain, and call the cyber

ystem graph G c = (N , E c ) the cyber domain. A pair of nodes are

llowed to have at most one cyber edge and one physical edge. 
.2. Failure propagation in the physical domain 

In the physical domain G p , a fault or failure event can happen

hen there is a short circuit or overheat on a power line (i.e., a

hysical edge in G p ) due to accidents, human errors or natural dis-

sters [5,6,14] . When the power line fails, it is disconnected from

he system. Such a disconnection in turn leads to power flow redis-

ributed on the rest of the power lines, which, however, increases

he loads on some other power lines. If the increased load on a

ine exceeds its capacity, the line will become fail and be discon-

ected from the system. This results in power redistribution and

ven more failures, and eventually forms a cascading failure [6–8]

ver the entire power grid. 

In this paper, we assume that the initial fault happens on a

hysical edge at time t = 0 , triggering the failure propagation

n the physical domain G p . It can be expected that with time t

ncreasing, more and more lines may fail and be disconnected

rom the physical domain G p . We aim to measure the potential

cale of the failure propagation. We first define the total number

f failed lines over time t as the following process. 

efinition 1. The total number of failed lines { M ( t ); t ≥ 0} over

ime t is an inhomogeneous counting process with the i -th ran-

om counting interval τ i depending on i . 

The inhomogeneity of τ i (i.e., its dependence on i ) is used to

haracterize the fact that a line may fail at a different rate after

ach time a failure happens and the power flow is redistributed

n the network. Based on Definition 1 , we use the following

robability to measure the eventual scale of failure propagation in

he physical domain G p . 

efinition 2. The failure probability is defined as the probability

hat at least m power lines eventually fail in the physical domain

 p and is written as P (M(∞ ) ≥ m ) . 

When there is no protective mechanism to stop the failure

ropagation, we can expect that P (M(∞ ) ≥ m ) be close to 1 for

 reasonably large value of m . 

emark 1. During the process of a cascading failure, an originally

ully connected grid can be disintegrated into several islands,

hich can still maintain independent operation. Each island has

ndependent topology, operating point, and potential cascading

ailures that continue to propagate therein [15] . This islanding

rocess will eventually hinder the cascading failure process and

rohibit the value m from being increased to a very large num-

er. Therefore, when the failure stops, we only expect m to be

easonably large. 

.3. Load shedding in the cyber domain 

Load shedding [4,10–12] is an effective countermeasure against

ascading failures, which purposefully disconnect some load from

he grid to eliminate overload on transmission lines. The cost of

oad shedding is that some clients have to be disconnected from

he power grid. 

Load shedding can be performed at a local or global level. 

• Load shedding in conventional power grids works in a pre-

configured manner [16] . In particular, multiple sensors, such

as frequency detectors or voltage detectors, are equipped at a

substation. Once the readings from such sensors reach beyond

a threshold (e.g., frequency drops from 60 Hz to 59.3 Hz [17] ),

the power system is considered being malfunctioning, circuit

breakers at preset locations will be actuated to proactively

disconnect (i.e., shed) a preset amount of load with attempt

to prevent failure propagation. This approach is usually not
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Fig. 1. Example of time events on cyber and physical domains and how they inter- 

act with each other during failure propagation under load shedding. 
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optimal in terms of both effectiveness and cost, because such

pre-configurations are solely determined by load priority (e.g.,

power lost at a factory may cause more economical than at a

residential community), rather than how much such shed can

contribute in stopping the propagation. In this paper, we called

this way local load shedding as it is preset and does not need

global information. 

• In the smart grid scenario, a control center computes how to

shed load with the minimum cost to stop failure propagation

[4] . During this process, a control center and a number of

nodes actively communicate with one another in the cyber

domain G c to ensure successful load shedding in the physical

domain G p . Based on dynamic global information, the algorithm

guarantees the optimal solution. We call such an algorithm

global load shedding . 

Global load shedding has gained attention as it is considered

as the optimal solution in power engineering [4,13] . However,

global load shedding does depend on messaging among nodes and

the control center in the cyber domain. The effectiveness of com-

puter networking therefore becomes the key for a successful load

shedding. In smart grid settings, such effectiveness is generally

measured by the delay metric instead of the throughput metric

[3,18] . Thus, we define the action delay of load shedding as follows.

Definition 3. The action of load shedding is triggered at each

epoch (i.e., the time instant that the count changes) in the process

{ M ( t ); t ≥ 0} with delay d i in the cyber domain G c to denote the

duration between the time that the i -th load shedding procedure

starts and the time that the corresponding load is shed in the

physical domain G p . 

We assume that an action with scope limited in the physical

domain, such as detecting failures and shedding loads, takes a

constant delay, which can be subtracted accordingly from { τ i }, and

therefore does not affect stochastic analysis. In this way, the action

delay d i becomes the delay in the cyber domain G c to deliver load

shedding information after i -th line fails. 

2.4. Problem statement 

After introducing necessary backgrounds and defining the per-

formance metric, we aim to address the following two research

questions in this paper. 

• How to formulate and characterize the failure probability

P (M(∞ ) ≥ m ) ? 

• What are the most important factors to use global and local

load shedding to stop failure propagation? 

We will focus on using both analytical modeling and system-

level simulations to study the research problems. 

3. Analytical formulation and results 

3.1. Analyzing cyber and physical interactions during failure 

propagation under load shedding 

After a fault happens in the physical domain G p , more and

more lines may start to fail due to overload if there is no strat-

egy to prevent such failures. Existing studies [4–6,14,19,20] have

shown that failure propagation along power infrastructures is a

complicated process. It depends on where the initial fault is, the

power network topology, power loads and capacities of power

lines. Analytical results on how failures exactly propagate are

mathematically intractable. As a result, simulation approaches are

generally adopted in the power engineering community [4,5] . On
he other hand, analytical approaches based on simplified connec-

ivity models are investigated in the complex network community

19,20] . All these studies only focus on the physical domain instead

f jointly considering both cyber and physical domains. 

When communication-enabled load shedding comes into play,

he failure propagation in the system can be stopped when

ufficient loads are shed. During the whole process of a load

hedding procedure, except for the initial fault detection and the

nal shedding action in the physical domain G p , the major part

f load shedding in fact resides in the cyber domain G c . That is,

odes must communicate with one another to decide how to shed,

here to shed, and accordingly notify corresponding nodes of the

oad shedding actions. All of the information exchange happens in

he cyber domain G c . 
To offer an analytical formulation, we need to first clearly

nderstand how the cyber and physical domains interact. Fig. 1

hows such an example from a timing perspective for modeling.

uppose in Fig. 1 that there is no cyber domain: when the initial

riggering fault happens in the physical domain at time 0, the

hysical domain G p becomes unstable and starts to redistribute

ower flows, which in turn leads to the first line failure after a

ime duration of τ 1 (according to Definition 1 ), shown as event

 in Fig. 1 . Then, the second and third failures follow, denoted as

vents 2 and 3, respectively, in Fig. 1 . As there is no protective

rocedure, the failure will eventually stop when a majority of

ower lines have failed. 

Now suppose that the system adopts a load shedding strategy

n the cyber domain G c in Fig. 1 : when the fault happens at time

, this fault will be detected and reported via messages in G c (as

enoted by act 1 in Fig. 1 ) to the control center. When a decision is

ade, load shedding commands will be sent out via G c to execute

n G p . The entire process incurs a delay of d 1 in G c , as shown in

ig. 1 . The failure will stop if d 1 < τ 1 , because the necessary load is

hed to make the system re-balanced without overload. However,

 1 is a random action delay due to random traffic and random net-

ork protocols in G c . It may also happen that d 1 > τ 1 as illustrated

n Fig. 1 . In this regard, the second line fails and further increases

he overload in the system. This means that even when G c lets G p
hed the computed load in act 3 in Fig. 1 , it is not enough after

he second failure; hence, the failure propagation continues. 

.2. Analytical results and discussions 

.2.1. Formulations and results 

In Fig. 1 we demonstrate that failure propagation under load

hedding as an inhomogeneous counting process in the physical

omain G p coupled with a similar process in the cyber domain

 c . Each process also depends on the physical or cyber network

opology after each failure. It is mathematically intractable to

haracterize { M ( t ); t ≥ 0} and its associated failure probability

 (M(∞ ) ≥m ) in exact closed-form analysis. 

Our strategy is to characterize P (M(∞ ) ≥ m ) in a generic

ormulation, and adopt an asymptotic analysis approach to pre-

ict theoretically how P (M(∞ ) ≥ m ) is affected by the message

elivery in the cyber domain. Then, we will use system-level sim-
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Fig. 2. Examples of how failures can keep propagating. 
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lations in the next section to validate the analysis and show more

ractical results with realistic cyber and power domain settings. 

We first show that the failure probability P (M(∞ ) > m ) can be

erived as follows. 

heorem 1. Given the physical and cyber interactions in Definitions

 and 3 , the failure probability P (M(∞ ) ≥m ) satisfies 

 (M(∞ ) ≥m ) = 1 −
m ∑ 

l=1 

(−1) l−1 
∑ 

{ x 
1 
, ··· ,x 

l 
}∈R 

l,m 

P 

( 

l ⋂ 

k =1 

x k ⋂ 

i = x k −1 

A 

c 
i,x k 

) 

, (1)

here R l,m 

= { x 1 , x 2 , · · · , x l | 1 ≤ x 1 ≤ x 2 · · · ≤ x l ≤ m } , x 0 = 1 , and

vent A j,i (i ≥ j ≥ 1 ) represents the event that the j-th load shedding

s acted in the physical domain after the i-th failure happens, satisfy-

ng 

 j,i = 

{ 

d i > 

j ∑ 

k = i 
τk 

} 

. (2) 

roof. To obtain P (M(∞ ) ≥ m ) , we take a close look at event

 M ( ∞ ) ≥ m }, which represents that there are at least m failed lines

excluding the initial triggering failure) eventually in the physical

omain. This in turn means that at least m load shedding actions

appened in the cyber domain, but loads were not shed on time

o prevent failure propagation. This can imply the case shown in

ig. 1 that each load shedding action is delayed and performed

ight after the next fault happens. This also includes some other

ases shown in Fig. 2 : (a) all actions were delayed, but some may

e significantly delayed (e.g., d 2 > τ2 + τ3 ); (b) some action (e.g.,

 3 < τ 3 ) may arrive on time, but the others are not. 

Event A j,i ( i ≥ j ≥ 1) denotes the event that the j -th load shed-

ing is acted in the physical domain after the i -th failure happens.

hen, A 1,1 means that the first load shedding is acted after the first

ailure happens, i.e., d 1 > τ 1 ; A 1,2 means that the first load shed-

ing is acted after the second failure happens, i.e., d 1 > τ1 + τ2 ; In

eneral, we can obtain (2) . 

Let event B i represent the event that i -th failure happens.

hen, B 1 means that the first load shedding does not ar-

ive before the first failure happens, therefore B 1 = A 1 , 1 ; B 2 
eans that B 1 happens (otherwise, there will be no second

oad shedding) and at the same time the first two load shed-

ing actions do not arrive before the second failure happens,

herefore B 2 = B 1 ∩ 

(
A 1 , 2 ∪ A 2 , 2 

)
= A 1 , 1 ∩ 

(
A 1 , 2 ∪ A 2 , 2 

)
, and B 3 =

 2 ∩ B 1 ∩ 

(
A 1 , 2 ∪ A 2 , 2 

)
= A 1 , 1 ∩ 

(
A 1 , 2 ∪ A 2 , 2 

)
∩ 

(
A 1 , 3 ∪ A 2 , 3 ∪ A 3 , 3 

)
, 

nd so on. By induction, we have 

 i = B i −1 ∩ 

i ⋃ 

j=1 

A j,i = 

i ⋂ 

l=1 

l ⋃ 

j=1 

A j,l . (3)

Thus, event { M ( ∞ ) ≥ m } is equivalent to the event that at least

 failures happen, i.e., B m 

; and we have from (3) 
P (M(∞ ) ≥ m ) = P (B m 

) 

= P 

( 

m ⋂ 

l=1 

l ⋃ 

j=1 

A j,l 

) 

= 1 − P 

( 

m ⋃ 

l=1 

C l 

) 

, (4) 

here 

 l = 

l ⋂ 

j=1 

A 

c 
j,l . (5) 

ccording to the inclusion-exclusion principle [21] , we can write

4) as 

 (M(∞ ) ≥ m ) = 1 −
m ∑ 

l=1 

(−1) l−1 S l , (6)

here 

 l = 

∑ 

1 ≤x 1 ≤x 2 ···≤x l ≤m 

P 

( 

l ⋂ 

k =1 

C x k 

) 

= 

∑ 

1 ≤x 1 ≤x 2 ···≤x l ≤m 

P 

( 

l ⋂ 

k =1 

x k ⋂ 

j=1 

A 

c 
j,x k 

) 

= 

∑ 

1 ≤x 1 ≤x 2 ···≤x l ≤m 

P 

( 

l ⋂ 

k =1 

x k ⋂ 

j= x k −1 

A 

c 
j,x k 

) 

, (7) 

hich completes the proof. �

emark 2. Although Theorem 1 does not offer a closed-form

olution to the failure probability, it gives a generic mathematical

xpression to compute the failure probability without specific

ssumptions on { d i } and { τ i }. In fact, it can be verified that the

ailure probability in (1) from Theorem 1 is an increasing function

f d i . This implies that the failure probability increases when the

essage delivery performance in the cyber domain G c becomes

orse, because the information delivery rate for load shedding

s slowed down and may not always catch up with the failure

ropagation speed in the physical domain G p . 

To show how exactly the delay performance affects the failure

robability, we adopt additional assumptions of physical-domain

arameters { τ i } and cyber-domain parameters { d i } for an asymp-

otic analysis approach, which enables mathematical formulation

o study the relations between P (M(∞ ) ≥ m ) and { d i }. In this way,

e can understand that when the delay performance becomes

n adverse factor, how it increases P (M(∞ ) ≥ m ) and in turn

xacerbates the failure propagation. Then, we will use simulations

n the next section to validate the analysis and further show

etailed results of failure propagation under load shedding with

ractical cyber and physical domain settings. 

Physical domain parameters { τ i } : Note that a physical failure

s due to the tripping of an overloaded power line in the physical

omain G p . The tripping process is as follows [15] : during the

ower redistribution, a power line starts to accumulate the heat

ue to overload; when the overall accumulated heat over time

xceeds a pre-set threshold, the power relay will immediately

rip the power line, thus removing it from the grid. This means

hat sooner or later, an overloaded power line will be tripped. In

ddition, realistic power systems may exhibit self-organized crit-

cality (SOC) characteristics [22,23] : the cascading failure usually

as a slow process with relatively large τ i for the first few events;

fter passing a critical point, the cascading failure then becomes

n unstoppable process with small τ i for quick load, generation

r line tripping. For our modeling and analysis, it suffices to use

i ∈ [ τmin , τmax ] instead of assuming a particular distribution

or τ , where τ and τmax are constants depending on the
i min 
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Fig. 3. Examples: the failure probabilities given a fixed m = 100 under global load 

shedding in wireless and wireline based cyber domains with average delays on the 

order of �( 
√ 

n ) and �(log ( n )), respectively. 
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power system setups (e.g., overheat thresholds of power lines) and

structures (e.g., size and connection). 

Cyber domain parameters { d i } : We assume that the action

delay of load shedding { d i } in the cyber domain G c is exponen-

tially distributed. The exponential distribution is a widely-adopted

model to facilitate analysis of link or path delay in a network

[24,25] . Mathematically, the sum of exponentially distributed

random variables also exhibits an exponential tail. Therefore, We

assume { d i } following the exponential distribution. 

With the two reasonable assumptions for { τ i } and { d i }, we

state the next results as follows. 

Theorem 2. If load shedding delay d i is exponentially distributed

with mean denoted in the asymptotic notation as E (d i ) = �(g(n ))

for some function g ( ·), it holds that 

log P (M(∞ ) > m ) = −O (m )�
(

1 

g(n ) 

)
�( f (τmin , τmax )) , (8)

where n = |N | is the number of nodes in the network

G = (N , E c , E p ) , and τmin ≤ f ( τmin , τmax )) ≤ τmax . 

Proof. The proof is partly based on that for Theorem 1 . We start

from (4) . It is clear that A 1 , 1 ⊃
⋂ m 

l=1 

⋃ l 
j=1 A j,l and we obtain 

P (M(∞ ) ≥ m ) ≤ P ( A 1 , 1 ) = E (e −λ1 τ1 ) 

≤ e −λ1 τmin = e −�( 1 
g(n ) ) τmin (9)

and thus 

log P (M(∞ ) ≥ m ) ≤ −�
(

1 

g(n ) 

)
τmin . (10)

On the other hand, it holds that 
⋂ m 

l=1 A l,l ⊂
⋂ m 

l=1 

⋃ l 
j=1 A j,l .

Therefore, 

P (M(∞ ) ≥ m ) ≥ P 

( 

m ⋂ 

l=1 

A l,l 

) 

= 

m ∏ 

l=1 

P (A l,l ) 

= 

m ∏ 

l=1 

E (e −λi τi ) , (11)

where λi is the parameter for d i satisfying E (d i ) = 1 /λi = �(g(n )) ,

and τ i is the interval between two subsequent physical failures. 

Then, we further have, 

P (M(∞ ) ≥ m ) ≥
m ∏ 

l=1 

E (e −λi τi ) = 

m ∏ 

l=1 

E 

(
e −

τi 
�(g(n )) 

)
. (12)

Because e −λi τi is a convex function of τ i , it follows from Jensen’s

inequality that 

P (M(∞ ) ≥ m ) ≥
m ∏ 

l=1 

E 

(
e −

τi 
�(g(n )) 

)
≥

m ∏ 

l=1 

e −
E (τi ) 

�(g(n )) 

= e 
∑ m 

i =1 

(
− E (τi ) 

�(g(n )) 

)
≥ e −m �( 1 

g(n ) ) τmax , (13)

where the last inequality holds because τ i ≤ τmax and then E (τi ) ≤
τmax . We further have 

log P (M(∞ ) ≥ m ) ≥ −m �
(

1 

g(n ) 

)
τmax . (14)

Combining (10) and (14) finishes the proof. �

3.2.2. Discussions and observations 

In Theorem 2 , the average delay E (d i ) is denoted by an asymp-

totic function of the number of nodes n . According to the network

scaling laws, such delay in the asymptotic notation exhibits

distinct behaviors under different network architectures and pro-

tocols. This allows us to check the communication requirements of

a load shedding design to analyze the induced failure probability. 
Impact of Network Architecture on Global Shedding: For

lobal load shedding design, in which the optimal amount of loads

ill be found and notified among the node set N , the induced

oad shedding action delay depends on the end-to-end perfor-

ance in the cyber domain G c = (N , E c ) . If the cyber domain G c is

 wireline network modeled as a random graph (e.g., Erdos-Renyi

r small world [26] ), its average length of end-to-end path is

(log n ), leading to g(n ) = �( log n ) . If the cyber domain G c is a

ireless network modeled as a random geometric graph, a typical

nd-to-end delay can be represented as �( 
√ 

n ) [27] , thereby

(n ) = �( 
√ 

n ) . 

Fig. 3 shows a numerical example to compare the failure prob-

bility (computed from Theorem 2 ) under global load shedding

etween such wireline and wireless deployments in the cyber

omain G c . We can observe in Fig. 3 that the failure probability

n the wireless network increases faster than the wireline network

hen n becomes large. This implies that although wireless net-

orking has been widely proposed as a vital means to facilitate

nformation exchange in the smart grid [3,25] , it is still less suit-

ble for failure prevention than wireline networking in large-scale

ystems. 

Impact of Network Architecture on Local Shedding: For

ocal load shedding design, it only requires shedding a preset

mount of loads in local deployments within limited scopes.

uppose that local shedding makes decisions among l ( n ) ≤ n nodes.

hen, it only incurs a delay of g(n ) = �( log l(n )) for wireline or

(n ) = �( 
√ 

l(n ) ) for wireless. In particular, when l(n ) = �(1) , we

btain g(n ) = �(1) for both wireline and wireless, which leads to

he failure probability in (8) not scaling with n . Comparing this

ound with those due to global load shedding illustrated in Fig. 3 ,

e conclude that interestingly, global shedding cannot be viewed

s a uniformly better solution than local shedding when n is

arge, because the failure probability due to global shedding scales

ith n . 

Use of Wireless Networking to Stop Cascading Failure: If

ireless networking is indeed to be deployed in a smart grid

ystem, we note that local shedding within a constant scope

ould be a better solution to prevent a cascading failure from

appening. In addition, we should always avoid deploying a purely

ireless architecture for communication because global shedding

ver multi-hop wireless networking can be very risky. Hence,

sing wireless only as the last mile delivery would be a better

olution when global shedding is used. 

Next, we move on to system-level simulations to validate theo-

etical predictions and characterize failure propagation process un-

er load shedding with practical settings. 
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Fig. 4. The average number of failed lines over time with failure propagation under 

global load shedding. The average link delay is set to be 0.1 ms, 1 ms, or 10 ms. 

Fig. 5. The average amount of lost loads over time with failure propagation under 

global load shedding. The average link delay is set to be 0.1 ms, 1 ms, or 10 ms. 
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. System-level simulations 

In this section, we set up a smart grid simulation system with

ractical settings to evaluate how failures propagate under load

hedding. We first present setups and then discuss results. 

.1. System configurations 

.1.1. Physical domain 

We use two power systems for the simulation [28] : the IEEE

7-bus system that contains 57 buses, 80 transmission lines, with

otal generation 1250 megawatts (MW); and the IEEE 118-bus sys-

em that contains contains 118 buses, 186 transmission lines, and

9 generators, with a total load of 3,668(MW). Based on the power

njection (i.e., power generation or power consumption) at each

us, the power flow on each transmission line is calculated using

he Direct Current (DC) power flow model in our simulations (AC

odel is not ususally used for cascading failure modeling in liter-

ture due to its complexity [29–31] ). 

.1.2. Cyber domain 

We model the communication network and the power grid to

ave a 1-to-1 mapping, i.e., each bus in the power grid is asso-

iated with 1 communication node. It has been shown in related

tudy [24,32] that the distribution of packet delay in a generalized

etwork follows the exponential distribution. And thus we do not

ake assumption of any particular topology of the communication

etwork, rather, for each message generated during a cascading

ailure, we associate it with a random delay that follows the same

xponential distribution, with its parameter adjustable during the

imulation. 

.1.3. Process of failure propagation under load shedding 

The capacity of each power line is set to be 1.1 times higher

han the normal power flow value. The simulation randomly

hooses one transmission line and removes it from the system

o triger the cascading failure 5 Whenever a power line fails, the

odes at both ends can detect this failure and send messages to

he control center. Based on the information, the control center

ill calculate for a load shedding decision [4,13] and inform

he nodes to act accordingly. This process continues until either

here is no overload in the system, or all lines that connecting

enerators have been disconnected. 

For each simulation case, we capture the details of the failure

vent progressing at milliseconds (ms) level to obtain stable re-

ults. 

.2. Simulations and results 

The simulations were conducted based on Matlab, where we

omposed the code according to classical DC power flow models

33] . 

We perform the following three major sets of simulations and

resent the results. 

• Global load shedding with practical link performance: this is to

measure how practical communication link performance in the

cyber domain can affect the results of failure propagation under

global load shedding. 
5 Practical power grid has N-1 tolerance. Since our purpose is to learn the char- 

cter of cascading failures, this restriction does not apply to our study, i.e., for a 

-1 system, we simply simulate 2-line failure as the trigger failure and it does not 

ffect how cascading failure propagates. 

w  

p  

t  

s

 

e  
• Global load shedding in wireline and wireless networks: as

we have predicted in the previous section, the performance of

global load shedding does not scale well with the number of

nodes, especially in the wireless networks. This is to evaluate

the performance with practical settings. 

• Global vs. local load shedding: we aim to compare the effec-

tiveness of global and local load shedding methods in a practi-

cal smart grid scenario. 

.2.1. Global load shedding with practical link performance 

In Fig. 4 we demonstrate the average numbers of failed lines

ver time with failure propagation under global load shedding. The

verage link delay varies from 0.1 ms to 10 ms; and Fig. 5 shows

he average amounts of lost loads due to line failure associated

ith the same simulations in Fig. 4 . 

Observing Figs. 4 and 5 , we find the results for 57-bus and

18-bus systems are very similar. Therefore, in the following we

ill discuss based on the result from the 57-bus system. From

igs. 4 (a) and 5 (a), we can see that when the average link delay is

0 ms, the average number of failed lines and the average amount

f lost loads keep increasing over time, and eventually converge to

7 lines and 650,0 0 0 KW, respectively. This means that even under

lobal load shedding, the smart grid system still fails over half

f its power lines and loses nearly half of its loads. Accordingly,

he average link delay of 10 ms makes global load shedding less

ffective. 

Figs. 4 and 5 also show that when the average link delay

hanges from 10 ms to 1 ms or 0.1 ms, the number of failed lines

nd the amount of lost loads are both significantly decreased.

owever, even when the link delay is very small in this case,

e still observe that one line triggers more line failures in the

hysical domain. This is due to the randomness in the routine

raffic pattern in the system, resulting in a small chance that load

hedding messages are still delayed before more lines fail. 

The results in Figs. 4 and 5 show that a better cyber domain

nables global load shedding to be an effective way. On the other
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Fig. 6. The failure probability under global load shedding in wireless and wireline 

networks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. The average amounts of failed line and lost loads under global and local load 

shedding schemes. G(0.1), G(1), and G(10) denote global load shedding with average 

link delay of 0.1 ms, 1 ms, and 10 ms, respectively. 
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hand, however, even when the average delay is very small, it is

still not safe to assume that load shedding messages can be deliv-

ered instantly. There always exists a small probability in the cyber

domain to delay the delivery due to its randomness. Therefore, we

should always consider the random cyber domain factors in smart

grid system design. 

4.2.2. Global load shedding in wireline and wireless networks 

According to our prediction in Fig. 3 , global load shedding

does not scale well in large-scale wireless networks. To perform

the simulation, we keep the physical domain unchanged, and add

more nodes in the cyber domain for fine-grained monitoring. Both

wireline and wireless networks use the shortest-path routing. 

Fig. 6 measures the failure probability P (M(∞ ) ≥ m ) with (a)

m = 32 for 57-bus system and (b) m = 74 for 118-bus system, re-

spectively (indicating that at least 40% of the lines in the physical

domain fail) as a function of the number of nodes n . We observe

that Fig. 6 exhibits similar trend to the theoretical predictions of

the lower bounds in Fig. 3 . Hence, even though wireless network-

ing is considered as a cost-efficient solution in the smart grid, it

does not well support global load shedding in large networks. 

4.2.3. Global vs. local load shedding 

Finally, we compare the effectiveness between global and local

load shedding schemes. In the local shedding scheme, we adopt a

legacy way in which a number of loads are preset to shed; when

a node detects a failure, it will immediately shed its preset loads

without any communication. 

Figs. 7 (a) and 7 (b) show the average numbers of failed lines

in the system under global and local load shedding schemes. We

can see that for global load shedding, when the average link delay

increases, the total number of failed lines increases, indicating that

the performance of global load shedding becomes worse. It is also

observed from Figs. 7 (a) and 7 (b) that when the average link delay

becomes 10 ms, global load shedding results in more failed lines

than local load shedding. This reveals that global shedding should

only be considered optimal when the cyber domain sufficiently

supports its actions. The same conclusion can be made from

Figs. 7 (c) and 7 (d). 

4.3. Discussions and future works 

4.3.1. Hybrid local-global design 

Although recent studies embrace global load shedding in the

smart grid, our results show that local load shedding can still

perform better than global load shedding in the presence of an

imperfect cyber domain. This in fact suggests that interestingly, we

should combine local and global schemes into a hybrid solution.

When a node detects a failure and also finds high delay in mes-

sage delivery, it should act immediately to shed a preset amount

of loads. 
.3.2. Joint cyber-physical design 

Our results show that the effectiveness of global load shedding

s dependent on the performance of the communication network

n the cyber domain. This indicates that in the interdisciplinary

mart grid context, we should never solely design a solution

ithin one domain while assuming that the another domain

an perfectly support the design. A joint view of cyber-physical

nteractions is essential for any cyber-physical design involving

oth cyber and physical domains. 

.3.3. Fidelity and capability 

Admittedly, the power system is a very complex system, there-

ore, similar to most existing studies, the system model proposed

n this paper is only capable to reflect the smart grid behavior

rom a certain perspective. Nevertheless, we argue the merits of

he model lie in the following aspects. First, we mathematically

odeled the behavior of failure propagation in smart grids, and

roposed to use τ i , the delay in the physical domain, and d i , the

elay in the cyber domain, to characterize such failure propagation.

e purposefully generalize the definition of these two parameters,

nd do not impose a specific topology/technology on them, such

hat the model can be easily migrated to evaluate the performance

mart grid systems, even with more realistic setup and larger

cale. Second, the conclusion made by this study, although is “as-

xpected” (i.e., worse communication performance incurs worse

ailure propagation), provides numerical result to show “how bad”

he result can be under a certain configuration of the communica-

ion network. To this end, our work is able to assist not only qual-

tative, but also quantitative, design and planning of smart grids.

nd we regard the elaboration of the system model to incorporate

ore power system details as one direction of our future works. 

. Related works 

.1. The use of wireless technologies in the power system industry 

As a matter of fact, the wireless is not a completely new

echnology to power systems, and has been used for decades

or system monitoring, data gathering and meter reading [34] .
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or instance, Smart Meters transmit meter readings to a local

ggregater using wireless band on 902 MHz. However, in the new

ra of the Smart Grid, a more reliable, secure and well-designed

ommunication network is in high demand to accommodate more

dvanced power system operations, such as substation protection.

n [35,36] , the authors compared various wireless technologies,

ncluding WiFi, WiMax, and Cellular, etc, evaluated their perfor-

ance and proposed proper use cases. The adoption of wireless

echnologies has also been considered and evaluated by National

nstitution of Standards and Technology (NIST), and an Action Plan

as been published as a guideline [34] . Notwithstanding, as has

lso been pointed in the Action Plan [34] , since the power system

s such a critical infrastructure that can not afford any disruption,

he power system migration from wired to wireless is a largely

 local administrative decision, and the adoption of a specific

ireless technology mainly depends on the manufacture. For ex-

mple, Schneider Electric provides short-range wireless substation

olution based on ZigBee PRO Green Power (ZGP) [37] , and General

lectric (GE) offer multiple solutions including licensed/unlicensed

ireless band, as well as cellular [38] . The work we demonstrated

n this paper does not make any assumption on specific wireless

echnologies. Rather, we generalize the communication network

nto a generalized network, and use the cyber domain delay d i to

haracterize its performance, which can be easily adjusted to fit a

pecific technology or setup. 

.2. Related studies in failure propagation 

There are generally three approaches to characterize the im-

acts of failure propagation in the literature. 

• Analytical modeling: this line of the work is the earliest

approach toward studying and understanding the cascading

failure in power grids, which is generally based on a highly ab-

stract complex or interdependent network model in relatively

scientific settings (e.g., [6,19,20] ), where a line failure is usually

associated with a constant probability. The main objective is

to analyze the eventual connectivity due to failures in a gen-

eralized complex network, e.g., the power grid. Because of this

reason, many researches in this approach do not necessarily

consider special characters of how power flows through power

transmission lines, and use generic metrics such as node degree

or centrality [6,20] . Compared to this line of research, our work

focus on understanding the cascading failure specifically in the

power grid by applying the Direct Current (DC) power flow

model in out simulation. 

• Event or simulation based analysis approach: this approach has

been widely adopted with a more practical view on realistic

power engineering settings (e.g., [9,10,13] ). Existing studies

either analyze the historic events to understand how failures

propagate, or use power system cascading failure model, such

as the OPA model [39] and interaction model [40] , to simulate

and evaluate the failure propagation. In most studies from this

line or research, the underlying communication network is

implicitly assumed to be perfect. 

For instance, in the OPA model [39] and other more advanced

models developed by I.Dobson , et al., the condition of com-

munication is not mentioned, but it is assumed that the load

shedding decision is always know immediately at each bus,

which indicates an ideal communication network. 

Further, in the literature [4,12,13,16] , the load shedding design

is mainly focused on developing an accurate optimization

framework to stop the failure and minimize the cost, while as-

suming either implicitly or explicitly that the cyber domain can

always support the design, which is not always guaranteed in

practical smart grid scenarios. Compare to this line of research,
our work proposes a more realistic model that considers the

impact of practical communication network with anomalies. 

• Hybrid techniques considering interdependence: some studies 

(e.g., [5,14,41–43] ) analyze the interdependence between the

cyber and physical domains in smart grid from a connectivity

perspective. The shortage of this line of research lies in that

they focus on understanding how does the interdependency

exacerbate the failure propagation, but neglect that such inter-

dependency could have been helpful. Our work explores this

under-studied area and tries to identify the transition of such

interdependency from being helpful to being harmful. 

The research in this paper fills an important gap between ex-

sting results based on the perfect cyber domain assumption and

ractical smart grid scenarios with an imperfect cyber domain.

e develop both analytical modeling and system-level simulation

xperiments to understand how the cyber and physical domains

nteract with each other under load shedding against failure

ropagation. 

. Conclusions 

In this paper, we provided a systematic study via analyt-

cal modeling and system-level simulations on characterizing

yber-physical interactions during failure propagation under load

hedding in the smart grid. We found that the effectiveness of

lobal load shedding is sensitive to the performance of the cyber

omain: it does not scale well with the number of nodes, espe-

ially in wireless networks. We showed that local load shedding

an perform better than global load shedding in the presence of

n imperfect cyber domain. Our results encourage a hybrid load

hedding design and a joint view on cyber-physical domains for

ny design in the smart grid. 
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